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1. Introduction

Solutions of inorganic ions are ubiquitous in the natural and industrial environments, as well as in our bodies. While a lot of attention has been paid to the behavior of ions in bulk water since the late 19th century, there has been traditionally less emphasis on surfaces of aqueous electrolytes, despite their omnipresence in a wide range of processes in atmospheric chemistry, industrial technologies, and biochemistry (1-3). This may be partly due to the fact that classical theory describes water surface as essentially ion free due to the image charge repulsion (4-7). Such a view results from a continuum approximation of the interfaces as a contact between two homogeneous dielectrics with different permittivities (i.e., those of water and air), from which ions (represented mostly as point charges) are repelled. Around the turn of the millennium, computer simulations and surface sensitive experiments changed our view of ions at the surface of water (8-13). These results showed that the traditional picture of surface-depleted ions is a valid description only for small, non-polarizable (hard) ions, such as Na⁺, K⁺, or F-. However, the situation is different for large soft, i.e., polarizable ions (I⁻, SCN⁻, and similar), which are found to be present at the surface of water.

The molecular mechanisms of surface behavior of inorganic ions are rather complex, involving both enthalpic and entropic contributions (14, 15). Different interactions have been invoked in explaining these mechanisms, which overcome the image charge electrostatic repulsion and bring ions to aqueous interfaces, including cavitation, polarization, dispersion, and surface potential effects. While all are clearly present, their relative importance remains to be a matter of debate. Dispersion is unlikely to be dominant and, when overemphasized, it wrongly sends hard rather than soft ions to the surface (16). The role of the surface potential due to preferential orientations of interfacial water molecules is a matter of intense discussions, where its most relevant
definition, as well as its size (or even sign) are only being established now (17-19).

The remaining two contributions, cavitation and polarization, are difficult to disentangle since, as a rule, the larger the ion the more polarizable it is (after all, polarizability is measured in volume units and characterizes the extent of the electron distribution of a given species). Also, there are different indications about the relative importance of polarization effects for surface propensities of ions. On one hand, surface propensities of ions yielding a satisfactory agreement with experimental measurables such as surface tensions can in some cases be obtained within non-polarizable force field simulations, implicitly accounting for certain polarization effects (20, 21). On the other hand, switching off polarization interactions in the simulations strongly reduces the affinity of ions for aqueous interfaces, which underlines the surface-stabilizing effects of both ion and water polarizabilities (9, 22-25).

There have been several recent reviews summarizing our knowledge about the behavior of ions at aqueous interfaces (21, 26-32). It is not our goal to rephrase here what has already been said in these publications. We are instead aiming at a relatively short review covering the most recent and/or controversial aspects of the field, not covered in the above reviews. The rest of the paper is organized as follows. In Section 2.1 we briefly describe technical problems connected with polarizable force fields stemming from the fact that polarization is an inherently many-body electronic effect, which can be only approximately accounted for using atomic polarizabilities and assuming a linear polarization response. For example, dampening of the polarization response leads to reduced ionic surface affinities, which points to the importance of proper treatment of polarization beyond linear response (33). A computationally cheap way how to completely circumvent such issues is to account for polarizability by an electronic continuum approach, which in practice means rescaling the ionic charges within a non-polarizable simulation framework (Section 2.2) (34, 35). A computationally
much more expensive approach is to move to ab initio molecular dynamics (AIMD), where polarization is consistently accounted for within an explicit electronic structure approach (Section 2.3) (36). In Section 3 we review two recent case studies of charged particles at aqueous interfaces, both of them accompanied with controversies. The first concerns the interfacial behavior of one of the inherent water ions - hydroxide (Section 3.1). The second is about the surface structure and energetics of the hydrated electron as a representative of a non-classical charged particle characterized by a soft (polarizable) electronic cloud (Section 3.2). In the spirit of a recent review on electrons and anions in water (37) we point to common features of the two cases and the roles of polarization and electron delocalization. We then close this review with a brief summary an attempt for qualified guess about developments in the field to be expected in the near future (Section 4).

2. Accounting for polarizability effects

2.1 Models with explicit polarization

In the most common implementations, polarization response is included via characteristics of individual atoms, i.e., atomic polarizabilities, Drude oscillators, or fluctuating charges, and its size increases linearly with the local electric field (38, 39). The induced dipole itself influences the electric field in the surrounding, which is why it is typically evaluated iteratively. This makes the simulations not only significantly slower, but also prone to a “polarization catastrophe”, when the induced fields are so large that the iterative procedure diverges (40, 41). This artifact originates from the linear relation between the induced dipole and the local electric field, which is valid only for small induced dipoles. This problem exists both in the point dipole and Drude oscillator implementations of the polarization response. The increased computer cost of a polarizable force field can be reduced by bypassing the above iterative procedure for
point dipoles by introducing an always stable predictor-corrector method (42) or by adding finite fictitious masses to the Drude particles (43).

Addition of polarizability to a non-polarizable force field does not make the model automatically better. It certainly provides additional degrees of freedom to fit. However, when added to the non-polarizable forcefield, caution should be exercised since the non-polarizable forcefield may effectively include some of the effects of polarizability already in the Lennard-Jones and electrostatic parameters. As a result, a polarizable model necessarily does not have to provide a better fit to experiment than a non-polarizable model. For example, the polarizable POL3 model (44) improves the properties of the non-polarizable TIP3P water (45), but it is comparable or even inferior to the non-polarizable SPC/E model (46) in several measurable properties, e.g., the melting point (47).

Over the last years a variety of corrections to the linear approximation to the polarization response, aimed at improving the account for polarizability and at preventing the polarization catastrophe, has been implemented. The simplest one is application of a size limit for the induced dipole, so that it can increase only up to a predefined maximum (48). More sophisticated linear and exponential screening function were also proposed and their performance is compared in a recent review (39). Another possibility is to add van der Waals parameters on the negatively charged Drude particle, which mimics the response of the electronic cloud to the electric field and the corresponding repulsive interactions at short distances (49). Finally, there is the possibility to add a dampening term for the electrostatic interactions at short distances (33). Apart from avoiding the polarization catastrophe the above implementations reduce the effects of polarizability, so that the surface affinity of ions such as iodide is lower than in simulations without the correction (33).

As the importance of polarizability in molecular simulations has been increasingly
recognized, new polarizable models of water and ions have been developed, some of which were parameterized with the focus on polarizability from the very beginning. For example the PD2-H2O point dipole model was specifically parameterized to reproduce polarizability in all spatial directions and its interactions with cations agree well with density functional theory calculations using the hybrid B3LYP functional (50). The SWM4-NDP (Simple Water Model with four sites and Negative Drude Polarizability), is a model developed as a part of the CHARMM force field for simulations of biomolecules (51). It is a reoptimized SWM4-DP model, where the Drude particle had a positive charge (52). The new model reproduces well the density, viscosity, diffusion, and hydration free energy of ambient liquid water. A new flexible polarizable model TTM3-F was introduced to the family of Thole-type water models with focus on reproducing the vibrational spectrum of liquid water (53). This is the third generation of a model parameterized against \textit{ab initio} calculations that reproduces structural and energetic properties of water clusters and liquid water, where the partial charges are dependent on the geometry of the molecules. Even a more complex model is the ABEEM-7P fluctuating charges scheme (54) which is a part of the ABEEM force field (55). As the name suggest there are 7 point charges per water molecule – 3 for atoms, 2 for lone electron pairs, and 2 for bonds. The model, which was parameterized on the water dimer, yields ambient bulk permittivity of 76, which is close to to experimental value of 78, but also somewhat larger oxygen-oxygen distances than in the real liquid. A multipole water model has been introduced under the name DMIP (Distributed Multipoles Implicit Polarization) (56). It means that this model has permanent multipoles (up to quadrupoles) at atomic sites, where additional point dipoles can be induced. The model was fitted to \textit{ab initio} calculations of small water clusters obtained from liquid bulk water simulated with the AMOEBA force field (57, 58). While accounting for polarization implicitly, properties of liquid water remained close to those of the AMOEBA force field
with a significantly reduced computer cost (56).

A simple and promising model (59) has been recently introduced to the existing family of polarizable waters (39, 60). The five-site POL4D model has negative charges located at two sites close to oxygen and the point dipole polarizability is located at oxygen atom (59). It has been shown that this model reproduces well the experimental water dipole, dielectric constant and viscosity, with the melting temperature estimated to be around 260 K. The value of the melting point is a common problem of water models that were parameterized for ambient conditions. As mentioned above, the point-dipole-based POL3 water model (44) has a significantly underestimated melting temperature of 180 K (47). Similarly, the SWM4-NDP model has melting temperature of 185 K (61). The \textit{ab-initio}-based TTM3-F water model which melts at 250 K (53) and the POL4D model (59) are closest to reality, but still yield slightly lower melting points than the experimental value of 273.15 K. Another commonly underestimated feature in water models is the surface tension, which is important for interfaces.

New polarizable force fields have been developed not only for water but also for ions, building on older parameterizations (57, 62, 63). A novel parameterization for halide ions was derived based on high level \textit{ab initio} calculations of small water clusters and/or employing the force matching procedure (64, 65). Water bulk simulations with the TCPEp water model resulted in diffusion coefficients and hydration of ions, which are in agreement with neutron and X-ray diffraction experiments (66). Applications of conventional polarizable force fields to simulations of ions at aqueous interfaces have been summarized in several reviews mentioned already in the Introduction (27, 28, 30). Recent developments including polarization dampening are discussed in the context of ionic surface propensities in Ref. (31). This study stresses that an accurate account for the polarization response is important for qualitative description of ions at aqueous
surfaces and that polarization dampening leads to reduced ionic surface affinities. Finally, we mention that complementary advances in parameterizations of non-polarizable force fields for ions with focus on aqueous surfaces are summed up in another recent review (21).

2.2 Implicit polarization via charge scaling

Is it possible to at least approximately account for polarization effects within the framework of non-polarizable force fields? Although this may sound almost like an oxymoron, let us have a closer look at the issue. The response of water molecules to dissolved charges has two components – nuclear reorientation and electronic polarization. The dielectric constant of water can thus be viewed as a product of two terms. The first one, which is due to reorientation of water molecules, is explicitly accounted for in non-polarizable simulations. The second one, which is related to induced shifts in electronic distributions of water molecules, is in principle missing from non-polarizable simulations. It is responsible for the electronic part of the dielectric constant, which for water equals to \( \varepsilon_e = 1.78 \) (67). Many non-polarizable water force fields, such as SPCE or TIP4P, account for this effect implicitly by increasing the static dipole of water from its gas phase value of 1.9 D close to (but not quite to) its bulk liquid value of about 2.9 D, yielding dielectric constants not far from, but typically lower than the experimental value of 80 (68).

The problem remains what to do with the insufficient dielectric screening to which ions are exposed in non-polarizable water. It can be easily shown that accounting for the electronic response of the solvent in a continuum dielectric fashion is mathematically equivalent to rescaling ionic charges by \( \varepsilon_e^{-1/2} \) (34). Practically, this electronic continuum correction means running the non-polarizable simulation of aqueous salt solutions as usual, except with charges of the ions being reduced by 25%. It has been shown
recently that this charge scaling, which has incidentally been used in simulations of ionic liquids as an effective fix (69), significantly improves agreement with experiment for ion pairing, particularly if polyvalent ions are present (34, 70).

The concept of scaling the charges of ions has been also employed to investigate their propensity for the air/water interface, albeit without connecting it to an implicit account for polarizability (15). Another issue is the discontinuity of electronic polarizability, which abruptly changes from 1.78 to 1 at the water/air interface. This means that the ionic charges are “overscaled” at the surface, since there should be no scaling in the gas phase with dielectric constant of about 1. As a result, the surface propensities of ions (see Figure 1) tend to be overestimated within this approach (35). Nevertheless, the effective account for polarizability should be well applicable for water/oil interfaces, which are practically continuous in terms of electronic polarizability \( (\varepsilon_e \text{ acquiring for oils values around 2}) \). Indeed, our calculations employing this method yield ionic propensities for the water/oil interface (Figure 1) which are quantitatively comparable to results obtained from experiments and simulations with explicitly polarizable force fields (35).

2.3 Beyond conventional force fields

There is a need to go beyond conventional non-polarizable or polarizable force fields when the electronic structure changes significantly during the simulation, such as during chemical reactions or (partial) electron transfer processes. To the latter, allowing for a change of partial charges on atoms during the simulation can better mimic the transient behavior of the electronic wave function than a static description in the classical force filed. In the context of water simulations a charge-transfer model has been developed recently (71, 72). This model, parameterized against \emph{ab initio} calculations for
the water dimer, allows for a small (about 0.02 e) transfer of the electronic charge along a water-water hydrogen bond. In the on average isotropic bulk environment such charge transfer can only occur transiently, but has to average out to zero. Simulations of the (inherently anisotropic) aqueous hydrophobic interfaces showed that in these cases there is a non-zero net charge profile perpendicular to the interface due to the charge transfer mechanism (73, 74). The local imbalance between hydrogen bond acceptors and donors resulted in a layer of a positive charge right around the Gibbs dividing surface (GDS) which, however, becomes overcompensated about 5 Å below the GDS, leading to a net negative charge in this region, which can be associated with the slip plane of the water/oil interface (73). The charge transfer mechanism can thus contribute to the zeta potentials observed in electrophoretic mobility measurements on aqueous oil emulsions or gas bubbles (73, 74), as discussed in more detail in Section 3.1.

Provided a change in bonding topology occurs in the simulation, such as during a chemical reaction or proton transfer in water, the Multi-State Empirical Valence Bond (MS-EVB) method can be used (75, 76). In this scheme a Hamiltonian matrix is composed of diagonal elements representing individual chemically distinct states and off-diagonal terms allowing for transitions between them. This method was applied to studies of proton transfer in water, including its interfacial behavior, yielding a strong surface enhancement of the hydronium cation (77, 78). Most recently, a polarizable version of the MS-EVB method was also used to investigate the surface behavior of the ionic product of water yielding practically flat free energy profiles (i.e., little surface enhancement) for either the hydronium cation or the hydroxide anion (79, 80).

A straightforward, albeit computationally very demanding way how to account for polarization effects is to describe the electronic structure of the system explicitly by molecular dynamics simulations with forces obtained using \emph{ab initio} methods. Since the computational costs are immense, so far only density functional theory (DFT)
approaches in the generalized gradient approximation provided sufficiently efficient and accurate means for molecular dynamics simulations of extended interfacial aqueous systems (81). A first insight into the effect of polarizability on the surface propensities of large, polarizable ions, such as the nitrate ion and sulfate dianion, was gained from ab initio molecular dynamics (AIMD) simulations of medium-sized water clusters (82, 83). Both ions have a high polarizability, but differ significantly in their charge density. Whereas strong electrostatic interactions between the sulfate dianion and water lead to preferential interior solvation, propensity for surface solvation is observed for nitrate ions in small water clusters (82, 83). However, a caveat of molecular dynamics studies of cluster systems is an inherent bias toward surface solvation due to the high surface area to bulk volume ratio and surface curvature effects (84). Studies involving extended surfaces in slab geometries are thus needed to quantitatively elucidate propensities of ions for surface solvation. A computationally challenging factor is the minimal size of about 200 water molecules required to mimic faithfully the slab geometry, providing simultaneously well-behaved surfaces and a well-developed bulk phase (81). In recent years, AIMD simulations of different ionic solutes, such as hydroxide (36), hydronium (85), perchlorate (86), fluoride (87) and iodide (88) have been conducted, often in combination with the calculation of potentials of mean force in order to elucidate the surface affinities of these aqueous ions.

More specifically, AIMD simulations of a fluoride ion constrained at different distances from the interface of a 215 water molecule slab revealed that there are only minor differences between the solvation structure of the ion in the water bulk and at the water surface (87). As for the bulk ion solvation, dipole moments of interfacial water molecules increased when a fluoride anion was present near the GDS. The induced dipole moment of the fluoride anion increased upon moving closer to the water surface, but the relative change to the bulk value was small. In comparison, AIMD simulations of
an iodide anion in a water slab with a very similar computational setup and same system size showed a greater increase in the induced dipole moment of the anion upon moving from bulk to surface hydration (88). The obtained, rather flat potential of mean force for moving the iodide ion from the bulk to the water surface showed good correlation with results from a dielectric continuum theory, which accounted for cavitation effects and polarizability (24). This comparison underlines the importance of a proper treatment of electronic polarization.

In this context, it is worth mentioning that the AIMD potentials of mean force differ quantitatively, but not qualitatively, from results obtained using empirical polarizable force-fields (27, 28). All simulations exhibit a free energy minimum for an iodide ion solvated at the water-vapor interface. It is, however, less pronounced in the AIMD simulations, which suggests that the ionic surface affinity is overemphasized within a standard polarization treatment in the force field simulations (88). Nevertheless, qualitative trends for ionic surface propensities are the same. Both classical force field and AIMD simulation protocols suggest that large, polarizable ions have a stronger preference to accommodate at the interface than small, non-polarizable ions, which prefer bulk hydration (27, 28, 88). These effects are also related to the corresponding differences in solvation structures between strongly and weakly hydrated ions. In order to quantitatively understand the subtle effects involved an ab initio account of solute-solvent interactions is certainly favorable.

AIMD simulations with their many-electron treatment of electronic polarization effects start to represent a powerful and indispensable tool for explorations of ion-specific effects at the water/vapor interface. An non-classical example of a very polarizable charged solute in water is the hydrated electron. This crucial species for radiative processes in water has received significant attention since its discovery in the 1960s (89), but quantitative understanding of its bulk and surface solvation has been
only emerging recently (90-93) and several issues concerning its structure are still controversial (94-98). The investigation of the hydrated electron relies on quantum mechanical methods as a purely classical treatment is clearly out of question. While traditionally only the solvated electron has been treated quantum mechanically within pseudopotential approaches (90, 94, 99-103), AIMD description has become feasible recently (92, 93, 104-106). In Section 3.2 we present an AIMD study of the solvated electron at the water surface.

3. Case studies

3.1 Hydroxide at aqueous interfaces

There has been an ongoing controversy concerning the propensity of hydroxide to the surface of neat water. As far back as in 1861 migration of air bubbles toward the positive electrode was observed in water, pointing to their effective negative charge (107). This observation was followed by a series of experiments on water droplets in air flows or waterfalls, where a negative potential was measured in the proximity of droplets (108, 109). Early electrokinetic experiments on air bubbles were repeated and improved later, leading to similar results (110, 111). It was also shown that the negative charge on the bubbles or oil droplets around neutral pH can be titrated out at pH 3-4 (112-115). This is consistent with interpretations of the disjoining pressure measurements on thin aqueous films without surfactants, where negative charge at neutral pH was measured and isoelectric point was found to be also around pH 4 (116-118).

A relatively widespread interpretation of this phenomenon assumes surface adsorption of hydroxide ions as strong as 25 kT, leading to an estimated surface charge of about -5 μC/cm² (i.e., about one OH⁻ per 3 nm² of the surface) at neutral pH (113-115, 119, 120). However, this interpretation is in conflict with surface and molecular selective spectroscopic techniques such as second harmonic generation (SHG) (121) and
photoelectron spectroscopy (PES) (122, 123), which ruled out strong hydroxide adsorption. Similarly, recent sum frequency generation (SFG) measurements do not show any surface adsorption of hydroxide (73), which also calls for reinterpretation of earlier SFG experiments (124). Moreover, such a strong OH⁻ adsorption would be incompatible with the increase of surface tension of water upon adding hydroxide (125, 126). Recent attempts to focus on the dynamic surface tension (127) miss the point that the Gibbs adsorption equation cannot be violated (128), moreover, the dynamic effects on surface tension have been rationalized in terms of surface cooling more than three decades ago (129).

Computer simulations ranging from large water clusters to extended aqueous interfaces show consistently no appreciable adsorption of hydroxide at the water surface. More specifically, ab initio calculations demonstrated asymmetric solvation of OH⁻ in very small water clusters (130, 131) which, however, becomes diminished in larger clusters (132-134). Polarizable molecular dynamics simulations of extended aqueous slabs showed a very weak repulsion of hydroxide from the water surface, such that it can still be present (but not enhanced) at the interface (79, 134, 135). Similarly, an ab initio molecular dynamics simulation of 215 water molecules arranged in slab geometry showed a negligible (below ~kT) affinity of hydroxide toward the water surface (36). An analogous OH⁻ behavior was reported for other water/hydrophobic interfaces (e.g. the water/oil interface) (136), with the exception of a rigid hydrophobic interface, where a somewhat stronger hydroxide adsorption was observed due to interfacial water structuring (136-139), as shown on Figure 2. Given the various potential inaccuracies of the different computational approaches, it is rather remarkable what a consistent picture, which excludes strong adsorption of hydroxide to water surface, the simulations provide.

During the last few years, the apparent controversy between spectroscopic and simulation data showing little surface affinity of hydroxide and the interpretation of
electrophoretic and titration experiments in terms of a dramatic surface adsorption of OH\(^-\) has been raised and discussed (122, 140-144). Note that the macroscopic measurements only show a presence of an apparent and titratable negative charge at aqueous interfaces, but do not reveal its chemical nature. In an attempt to provide an explanation consistent with the spectroscopic and simulation evidence, we have recently explored the potential effects of charge transfer between water molecules using models described in Section 2.1 (73, 74). We have indeed shown that the anisotropy of water hydrogen bond distribution at the interface results in a region of a net negative charge at around 5 Å below the GDS (73, 74), see Figure 3. Estimates based on a continuum water model indicate that the zeta potential originating from this charge transfer has the right negative sign, but its value of roughly -2 mV is about an order of magnitude smaller that measured in electrophoretic mobility measurements (74).

In the context of the existing controversy the most recent study on the mobility of oil droplets in aqueous emulsions made of 99 % or 99.8 % pure hexadecane should be mentioned (145). The authors of this study demonstrated that the large negative zeta potential of droplets made out of less pure 99 % hexadecane is due to the presence of titratable impurities, since the effect all but disappears in the purer oil. Moreover, the reported pH dependent zeta potential curve can be restored by adding a small amount of fatty acids to the purer oil (145). The resolution of the controversy in terms of traces of fatty acids has been criticized almost immediately (146, 147) and it remains an open question to what extent the data reported in the literature are due to impurities. Time will tell, but already now we can put the following constraints on a physically acceptable interpretation of the observed phenomena: It should not violate basic thermodynamics, such as the Gibbs adsorption equation and it should not enforce a species to be at the same time a strongly soluble one (solubility of NaOH is about 1 kg/1 l of water) and an extreme surfactant, since these two features are mutually exclusive. It should also
respect the fact that spectroscopic techniques which are ion-specific do not provide
evidence for accumulation of hydroxide at the water surface. As a final remark, when
referring to hydroxide or hydronium at the surface of water, the terms “basic” (119, 148)
or “acidic” (134, 135, 149) should be used with caution and only in quotation marks,
since strictly speaking they do not refer to surface concentration but to surface activity of
these ions (122). At thermodynamic equilibrium a chemical potential of an ion is constant
throughout the sample, therefore, a pH neutral bulk water has also a pH neutral surface,
despite the fact that the surface concentrations of hydronium and hydroxide can differ
from those in the bulk.

3.2 Solvated electron at the surface of water

Despite its non-classical nature, a poster child for polarizable charged species in
water is the so-called hydrated electron (89). On one hand, it can be viewed as the most
simple charge in water, since the hydrated electron emerges upon the localization of a
single (excess) electron in water, e.g., after photoionization or radiolysis of water or salt
solutions (150, 151). On the other hand, due to the quantum mechanical nature of the
electron it is difficult to disentangle the whole system into distinct parts, i.e., the excess
electron and the aqueous solvent. The high flexibility (i.e., softness or polarizability) of
the hydrated electron compared to ions arises to a large degree from the absence of an
associated nucleus and the corresponding core-electron attraction.

Due to the explicit quantum nature of the hydrated electron, theoretical modeling
is posed with serious challenges. Two different approaches are commonly employed for
molecular dynamics investigations. Forces on the nuclei are obtained either from a full
quantum mechanical treatment of all (valence) electrons of surrounding water molecules
or employing an artificial split between the excess electron and the rest of system.
Within the latter, only the excess electron is treated quantum mechanically, while the interactions with the remaining part of the system are cast into a pseudopotential with water molecules being treated within a classical force field. The pseudopotential approaches have found a widespread use because of their computational efficiency, but they rely heavily on their parameterization. Apart from a recent controversy about a particular pseudopotential parameterization yielding a very delocalized electron (94-97), the consensus about the structure of the hydrated electron in bulk water has been that of a charge primarily localized in a cavity formed by about four water molecules (90, 103). Our most recent AIMD simulations provide, however, a more complex picture of the hydrated electron, where the cavity is indeed the leading motif, but the delocalized part and the overlap with surrounding water molecules account together for more than 50 % of the electron density (93).

The picture of an electron at the surface of water has been less clear. Already from the beginning of pseudopotential calculations, quantum path integral dynamics (QUPID) simulations showed that an excess electron can bind to cold (79 K) water clusters either in an interior, cavity-like state or at the surface of the cluster, the latter states being more diffuse and lower in binding energy (152). From further QUPID simulations of larger water clusters (with up to 128 molecules) at higher temperatures it was speculated that a transition from surface-bound to interior-bound isomers would occur for clusters comprising more than about 64 water molecules. This conjecture was based on the relative vertical binding energies of an hydrated electron at the exterior and interior of water clusters (99). A similar observation was made from molecular dynamics of even large water clusters (up to 8000 molecules) using a different pseudopotential model (153). While the electron was stable both at the surface and in the interior of the clusters at 200 K, a transition to interior states occurred for large clusters at 300 K. Related findings from photoelectron spectroscopic measurements of cold anionic water
cluster of varying sizes confirmed the existence of different isomers for each cluster size that extrapolate to different values for infinite systems (154, 155). While the strongly bound isomer (isomer I) can represent interior or surface bound states, there is a general consensus that the more weakly bound state (isomer II) is a surface isomer (101, 154, 156). Both on theoretical (101, 156) and experimental (155) grounds, it was argued that isomer II represents a metastable, kinetically trapped state on cryogenic clusters that would not be present under ambient conditions. It was also noted, that the localization mode (interior vs. surface) of an electron to water clusters strongly depends on the thermal history of the cluster before electron attachment (156-158).

A drawback of most of the pseudopotential calculations is the lack of mutual polarization between the excess electron and the water molecules and also between the water molecules themselves. Recently it was acknowledged by two independent pseudopotential implementations that the inclusion of mutual many-body polarization of the excess electron wavefunction with the surrounding water molecules leads to improved results for structure, energetics, vertical binding energy (VDE) and optical absorption spectrum in bulk water as well as for anionic water clusters (159, 160). The former pseudopotential was also tested on water clusters in the range of 20 to 200 water molecules and several distinct surface isomers could be observed. From these, only strongly bound isomers are persistent in dynamics at 200 K, when considerable rearrangements of the molecular framework become accessible. It was observed that structures with the excess electron partially embedded at the cluster surface or bound in an interior cavity-like structure extrapolate to the same limiting value for infinite cluster size (albeit with a slightly different slope) when the VDE is plotted against the inverse linear size of the cluster. These findings are in good agreement with previous observations that the isomer I might consist of different structures that can only be detected at very high resolution (155). Also, assignment by pseudopotential calculations
suggested that isomer I may correspond to a surface-bound structure (101). Finally, AIMD simulations of large anionic water clusters showed only marginal differences in VDEs for surface- and interior-bound hydrated electrons at ambient conditions (156, 161).

Summarizing the above findings, it is becoming apparent that the different binding motifs found in anionic water clusters are merely remnants of the kinetic trapping of hydrated electrons in diffuse structures at the cluster interface at very low temperatures and that at ambient conditions a hydrated electron at the surface and in the interior of a large water cluster are likely to be very similar in structure and energetics. This is in line with our recent findings from ab initio molecular dynamics simulations employing a coupled quantum mechanics/molecular mechanics (QM/MM) approach to extended systems at ambient conditions (93, 162). Namely, simulations of a hydrated electron in bulk water and at the water/vapor interface were performed and a striking similarity between the two systems was found (93, 162).

In Figure 4 the hydrated electron at the surface and in the bulk is depicted together with the surrounding water molecules. Already from this visual inspection the similarity between bulk and surface solvation is apparent, with the excess electron being submerged in the first surface layer of the water/vapor interface and thus practically completely retaining its first solvent shell. This is consistent with recent SHG measurements, which showed that an electron at the surface of water is not disturbed by surfactants which do not penetrate into the first water layer, but its properties change upon addition of surface-penetrating amphiphilic molecules (163). A more quantitative analysis yields the decomposition of the hydrated electron density into an interior cavity, overlap with water molecules, a diffuse interstitial part and (in the case of the interface) the part protruding in the vapor phase. In Figure 5 we show the corresponding decompositions of the spin density for both bulk and surface hydrated electron. All
contributions are very similar to each other at the surface and in the bulk, with the interior cavity containing 37% (surface) and 40% (bulk) of the hydrated electron. At the surface both the diffuse part and the overlap with water molecules are slightly reduced compared to bulk solvation. This is due to the anisotropy of the water/vapor interface, nevertheless, the first solvent shell does not change upon surface solvation and appreciable differences arise only in the second solvent shell around the hydrated electron.

The solvation structure of water around the hydrated electron can be characterized by radial distribution functions (RDFs), which give a measure of the statistical distribution of one species around another compared to an ideal gas distribution. The RDF for oxygen atoms around the center of the hydrated electron is shown in Figure 6. An enhancement of water molecules around the hydrated electron can be seen from the peak at around 2.5 Å. About four water molecules contribute on average to the first solvation shell. We can (artificially) split the RDF into the contributions of single oxygen atoms (colored lines in Figure 6). It is worth noting that already over the 10 ps duration of the simulation exchange of water molecules in the first solvent shell already occurred, indicating that the solvent cage around the hydrated electron is rather flexible.

In a similar spirit to the above split of the RDF, we can decompose the (vibrational) spectral density of water molecules in the system into contributions from molecules close to the electron and the remaining water molecules. The spectral density for the QM water molecules in the first solvent shell of the surface solvated electron, obtained as a Fourier transform of the velocity autocorrelation function, is shown in blue in Figure 7. The dangling OH peak at roughly 3650 cm⁻¹, which is missing for the bulk solvated electron, demonstrates that at least one water molecule close to the electron is directly located at the water/vapor interface. Furthermore, red-shifts for both bending and
librational motions are observed in proximity to the hydrated electron, which correlates well with experimental observations in water clusters (164, 165).

It is crucial to check the robustness of the above results with respect to the electronic structure methods used. In our previous studies it was shown that comparable results for the hydrated electron in medium-sized water clusters can be achieved using different density functionals (namely PBE or BLYP) (166) and also that for small clusters a very good agreement between RI-MP2 and self-interaction corrected DFT methods can be achieved for structure and reactivity of the hydrated electron in small protonated water clusters (167). An important factor determining quality of the calculations is the basis set. In all presented calculations a sufficiently flexible atom-centered basis set was augmented by an additional auxiliary basis set of Gaussian functions, which spread regularly in space spherically surrounding the center of the hydrated electron (93). Within the QM/MM approach care has to be taken that this grid of functions does not spread over the boundaries implied by the QM atoms, otherwise artificial spill-out effects into the MM part can occur. In Figure 8 we compare the correlated distributions of radii of gyration and VDEs for two different setups for the bulk hydrated electron. The first setup employs a grid of 19 additional auxiliary basis functions in a QM/MM system with 32 QM and 992 MM waters, while the second setup employs 64 QM and 960 MM water molecules and a larger grid of 81 auxiliary functions. The range and distributions of vertical detachment energies are very similar in both simulations, with the hydrated electron’s radius of gyration being only slightly larger (by about 0.1 Å) on average for the system with more QM molecules and the larger basis set.

From the simulations, it is evident that not only in bulk liquid water but also at the water/vapor interface the hydrated electron behaves as a (practically) fully solvated charged species, similarly to ions (168). This is in stark contrast to the situation in cryogenic solid state clusters where diffuse and weakly bound isomers of the electron
can be kinetically trapped (154). Interestingly, the first PES study of electrons in liquid microjets suggested, based on extrapolations from cryogenic clusters, such a weakly bound surface structure (with VDE of 1.6 eV) also for liquid water (98, 169). In contrast and, at the same time, in line with calculations, later PES measurements in liquid microjets, performed at somewhat different experimental conditions, found only strongly bound (VDEs of 3.2 – 3.7 eV) hydrated electrons (170-172).

Outlook

The goal of the present paper has been to address issues connected with affinities of ions and electrons to aqueous interfaces with emphasis on polarization as an important driving force for the observed effects. Proper account for polarization interactions represents a significant challenge for force field based simulations. Approaches based on a linear relation between the electric field and the polarization response tend to overestimate polarization effects. As a consequence, these calculations typically yield stronger surface excesses of soft ions then deduced, e.g., from surface tension measurements. One way to correct for this is to dampen the polarization response, while other approaches are based on accounting for polarization in an effective way via scaling of ionic charges or by models including charge transfer. *Ab initio* molecular dynamics is in the meanwhile becoming a possible method of choice, despite its significant computational costs, since it consistently and without potential force field bias accounts for electronic interactions including polarization. This approach, when properly benchmarked, should eventually allow for a quantitative assessment of the relative importance of polarizability with respect to other factors, such as the surface potential and entropic contributions, for the surface propensities of soft ions.

As illustrations of the above computational approaches we have discussed two experimentally relevant and controversial studies, namely the surface behavior of the
hydroxide ion and the hydrated electron. In each of the two cases, a peculiar interfacial behavior has been inferred from some measurements. OH\(^-\) has been postulated to be an extremely strong surfactant and a weakly bound delocalized surface structure has been suggested for the hydrated electron. We have shown that in neither case is such a surface behavior in line with molecular simulations and spectroscopic experiments, nor is it consistent with thermodynamic requirements. The picture emerging from our studies, which certainly needs a more detailed future examination and validation, is that both polarizable inorganic anions and electrons behave in many respects very similarly in the bulk and at aqueous interfaces. This is because at the surface these charged species do not become “half-dehydrated”, as one could naively expect, but rather maintain most of their bulk hydration structure and properties.
Figure captions:

**Figure 1:** Density profiles from simulations with scaled ionic charges of ions at the water/air and water/oil interfaces. Ion densities are scaled by the water/ion concentration ratio of 55.56 and the Gibbs dividing surface for water is taken as the origin of the x-coordinate in all cases.

**Figure 2:** Density profiles of hydroxide (red), water (blue), and the hydrophobic phase (black). Note the weak repulsion of OH\(^-\) from the interface ((a), (b), and (d)), except for the case of the hydrophobic wall (c), where a weak attraction is observed.

**Figure 3:** Hydrogen bond balance profiles (blue) and charge profiles (red) at the water-vapor and water-oil interfaces. The profiles are depicted as dashed lines, while integrals thereof, i.e., cumulative profiles are shown as full lines. Note the region of cumulative negative charge around 5 Å below the Gibbs dividing surface.

**Figure 4:** Snapshot of the hydrated electron at the water/vapor interface (A) and in the aqueous bulk (B). Isosurfaces of the spin density at 0.001 and 0.0001 Bohr\(^{-3}\), encompassing roughly 70 and 90 % of the hydrated electron. Water molecules are in licorice representation, QM atoms opaque and thick and MM atoms transparent and thin.

**Figure 5:** Radial profiles of the hydrated electron in water bulk (black, dashed lines) and at the air/water interface (black, full lines). The cavity contribution is shown in blue, part of the hydrated electron on water in red and diffuse part in magenta. Surface contribution in green (only present at the air/water interface).

**Figure 6:** Radial distribution function of oxygen atoms around the center of the hydrated electron (black line) and radial distribution functions of individual oxygen
atoms that show significant contribution to the first solvation shell at some point
during the molecular dynamics (colored).

**Figure 7:** Power spectral density of the QM atoms in the simulations of a surface
hydrated electron (red line). The full, blue line shows the same for the water
molecules in the proximity of the hydrated electron and the green line the
remaining part. The inset depicts the power spectral density in the OH stretching
region for the QM atoms close to the hydrated electron. Full line - water molecules
at the surface and dashed line – water molecules from the bulk simulation.

**Figure 8:** Correlated distribution of vertical detachment energies and radii of
gyration for two different system size setups. Both simulations consisted of 1024
water molecules in total, for blue 32 water molecules were treated as QM and for
green 64. Additonally, the auxiliary grid of basis functions was increased when
going to the system with more QM atoms.
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