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Abstract

We show that aqueous sodium sulfate solutions exhibit an unrealistically large degree of ion pairing and clustering when modeled using non-polarizable force fields, with clusters resembling precipitate readily forming in a 0.5 m solution at ambient conditions. This aggregation behavior was found to be persistent in non-polarizable water for a range of parameters of the sulfate anion. In contrast, a polarizable potential performs satisfactorily, producing a well dissolved salt with a degree of association that is consistent with activity data for real solutions. Most of this improvement is due to polarization of water molecules in the vicinity of the divalent sulfate anion, which enhances its solvation.

*To whom correspondence should be addressed
1 Introduction

For computer simulations to be a useful aid for understanding the role of ions in complex chemical and biological systems, it is essential that realistic force fields are used. A necessary condition for an ionic force field to be considered realistic is that it gives a correct account of the properties of simple salt solutions. We have observed that a commonly used set of sulfate parameters together with the Smith-Dang sodium parameters in SPC/E water lead to formation of clusters, reminiscent of crystallites, of sodium sulfate well below the experimental solubility limit of 2 m at 25°C. Similar aggregation has been reported from molecular dynamics (MD) simulations of ammonium sulfate in SPC/E, TIP3P Ewald, and TIP3P-F water with a different set of sulfate parameters. This suggests that the problem of spurious clustering is not unique to a particular sulfate parametrization or salt. A polarizable version of the sulfate model of Ref. 1, neutralized by Smith-Dang sodium ions in polarizable POL3 water, has been applied to the study of the interfacial behavior of sulfate. In that work, excessive cluster formation was not observed.

The fact that similar ionic force fields predict dramatically different aggregation behavior in non-polarizable vs. polarizable simulations suggests that polarizability may be important for proper description of interactions between sodium and sulfate ions in water. To investigate this issue in detail, we made a systematic comparison of different variants of the sulfate model proposed in Ref. 1 in combination with different sodium and water models. In order to enable comparison with experiments, we analyzed the simulations in terms of the Kirkwood-Buff (KB) theory. Within this theoretical framework, the integrals of the radial distribution functions, which are readily obtainable from simulations, can be related to the concentration derivatives of thermodynamic quantities such as chemical potentials and partial molar volumes. The deviation of the salt chemical potential from ideality gives a measure of the overall degree of association in the solution. Comparison with this quantity is, therefore, a suitable way to ascertain whether the association behavior seen for a given set of parameters is realistic.
2 Simulation Details

We performed molecular dynamics (MD) simulations of sodium sulfate in aqueous solution. The simulation box contained 12 sulfate and 24 sodium ions together with 1395 water molecules, which yielded a solution with a concentration of 0.48 m. After 0.5 ns equilibration, the trajectories were propagated in 10 ns increments until the radial distribution functions were well converged or until persistent clusters had formed. The cut-off for short range interactions was set to 12.0 Å. Long range electrostatic interactions were accounted for using the particle mesh Ewald method.\(^9\)

In all polarizable simulations the induced dipoles of all atoms were self-consistently converged at each time step. The temperature in all simulations was kept at 300 K using the Berendsen weak coupling algorithm and the pressure was held constant at 1 atm using an analogous algorithm.\(^10\)

The AMBER 10 molecular dynamics package was used for all calculations.\(^11\)

In this study, we focused on the effects of the details of the force field parametrization on the properties of sodium sulfate solutions. In Ref. 1, two alternative sets of sulfate parameters were suggested. Sulfate model 1 (using the same numbering as in Ref. 1) has charges of -1.1 e placed on each oxygen whereas sulfate model 2 has on each oxygen a partial charge of -1.0. As sulfate model 2 is the one that forms the basis for the polarizable model from Ref. 6, it is adopted here as the reference sulfate model. To investigate the influence of the sulfate partial charges with fixed Lennard-Jones parameters, we additionally considered two variants of sulfate model 2, denoted as sulfate models 3 and 4, with oxygen partial charges of -0.9 and -1.2 e, respectively. Also, variations in the Lennard-Jones \(\sigma\) parameter of oxygen were considered. Sulfate models 5 and 6 have \(\sigma\) reduced and increased, respectively, by 2 \% compared to sulfate model 2. The Lennard-Jones parameters and partial charges for all sulfate models considered are summarized in Table 1.

To assess the importance of the cation parameters we have used two different models of the sodium cation. Sodium model 1 is the one by Smith and Dang,\(^2\) while sodium model 2 is taken from Ref. 12, see Table 1.

Next, we included polarizability into the force field. In Ref. 6 the polarizability of sulfate was determined, on the basis of \textit{ab initio} MD simulations, to be almost isotropic with a value of about
7.1 Å³. Because most of the electron density from the frontier orbitals was located on the oxygens, the authors suggested that the total polarizability should be evenly divided between the four oxygen atoms. The resulting model with a polarizability of 1.775 Å³ on each oxygen atom could not be used directly as the iterative procedure used to calculate the induced dipole moment diverged due to the so called polarization catastrophe. Therefore, we used a reduced value of 1.0 Å³ for the polarizability of each of the oxygens in all sulfate models. For sodium, the polarizability 0.24 Å³ was used.

Four water models were considered, two polarizable and two non-polarizable. The polarizable ones were the POL3 and Dang-Chang models and the non-polarizable ones were SPC/E and TIP4P/2005. The POL3 and SPC/E models were chosen since they have been previously used with the polarizable and non-polarizable sulfate models, respectively. The two other models, which are more recent and refined, were chosen for comparison. In the POL3 model the polarizability is partitioned between the oxygen and hydrogen atoms. In the Dang-Chang model the only polarizable site is the auxiliary site on the H-O-H bisector. The models thus differ, among other things, in the details of how the polarizability is handled. Comparison between these two models is, therefore, useful for discerning whether the polarizability itself, as opposed to other differences between them, is important for the qualitative behavior of the system. In order to assess separately the influence of the polarizability of the ions and water, we also performed simulations of polarizable ions in SPC/E water and of non-polarizable ions in POL3 water.

Additionally, in order to analyze in detail polarization of water in the hydration shell of sulfate, we simulated a small system with one sulfate ion (model 2) and 512 water molecules for each of the polarizable water models above. For technical reasons related to the calculation of the induced dipoles moment in AMBER 10, these simulations were done at constant volume. The volume was determined as the average volume from a 0.5 ns test run at constant pressure. The system was equilibrated for 0.5 ns and data were collected during the following 1 ns. Similar calculations in POL3 water were carried out for sodium (model 1) as well as for a test monovalent variant of sulfate model 2 where all partial charges were halved.
3 Kirkwood-Buff analysis

The Kirkwood-Buff integrals are defined as

\[ G_{ij} = 4\pi \int_0^\infty r^2 dr (g_{ij}(r) - 1), \]

where \( g_{ij}(r) \) is the radial distribution function for species \( i \) and \( j \). The physical interpretation of \( G_{ij} \) is best made in terms of the product \( c_j G_{ij} = N_{ij} \) where \( c_j \) is the molar concentration of species \( j \). \( N_{ij} \) can be interpreted as the excess number of particles of species \( j \) in the vicinity of a particle \( i \).

For electrolytes, special considerations are necessary in order to extract thermodynamic information from the KB integrals. Since the concentrations of charged species are subject to the electroneutrality condition they cannot be varied independently. This interdependency must be taken into account for KB theory to give meaningful results. For this reason, the expressions relating the KB integrals to thermodynamic properties are different for systems containing charged particles compared to those for systems with only neutral species. The concentration derivative of the chemical potential, \( \mu \), of a binary electrolyte is given by

\[ \frac{1}{k_B T} \left( \frac{\partial \mu}{\partial c} \right)_{T,p} = \frac{1}{c \Gamma} \]

with

\[ \Gamma = c(G_{+-} - G_{++}) = c(G_{+-} - G_{--}) = \frac{N_{\pm \pm}}{v_\pm} - \frac{cN_{\pm s}}{c_s}, \]

where \( c \) is the molar concentration and \( v_\pm \) are the stoichiometric coefficients of the salt, i.e. \( c_i = v_i c \) for the ions. The subscripts \( +, - \), and \( s \) stand for cation, anion, and solvent, respectively. Below, we refer to \( \Gamma \) as “the binding parameter”. (The definition of \( \Gamma \) is formally similar to that for the specific binding parameter in ternary solutions given as Eq. (9) in Ref. 20, but the thermodynamic significance is different.) Because of the electroneutrality condition for the KB integrals, the expression for \( \Gamma \) is not unique; it can be re-written in terms of \( G_{++}, G_{--}, \) or in terms of a linear...
combination of $G_{++}$, $G_{--}$, and $G_{+-}$.

Γ in sodium sulfate was calculated using experimental mean activity coefficients and densities from Ref. 3 (the densities were required to make the conversion from molal to molar concentration scales). The derivative in Eq. (2) was evaluated as a centered finite difference ratio. The results are summarized in Table 3.

As Kirkwood-Buff theory is strictly valid only for systems that are open with respect to exchange of particles with their environments, there are some subtleties inherent in the evaluation of Eq. (1) from standard NpT MD simulations. Briefly, the main requirement for the calculation of the Kirkwood-Buff integrals with acceptable accuracy from simulation of a closed system is that the system size is large enough. This is met if the subsystem implicitly defined by the choice of cut-off for the integral in Eq. (1) approximates an open system, while the remainder of the simulation box plays the role of the environment.

In practice, we do not calculate Γ from $g_{ij}(r)$ but from the cumulative numbers $n_{ij}(r)$ of species $j$ around species $i$ according to

$$\Gamma(r) = \frac{1}{v_\mp} \left( n_{\mp\pm}(r) - \frac{n_\pm - n_{\mp\pm}(r)}{n_s - n_{\mp\pm}(r)} n_{\mp\pm}(r) \right)$$

(4)

where $n_i$ is the total number of particles of species $i$ in the simulation box and $\Gamma(r)$ is the estimate of Γ for cut-off distance $r$. We approximate Γ by $\Gamma(r)$ for a sufficiently large value of $r$ (14 Å). Comparison with test simulations for a larger system indicate that the error incurred by this procedure is less than ten percent. As the purpose of the comparison with experiments is not to find exact values of the optimal parameters for sulfate, but rather to sort out models which are qualitatively unrealistic, this degree of accuracy is sufficient.

In systems where there is precipitation, Γ has no obvious thermodynamic meaning. The radial distribution functions obtained from simulation of such systems are not applicable to either the solid or solution bulk phase because the simulation contains the interfacial region between them, which is disproportionally important for small systems. Therefore, Γ could not be calculated for
most of the systems where persistent clusters were formed. In run 3, precipitation did occur only after many nanoseconds and converged radial distribution functions unambiguously belonging to the solution phase could be obtained. Even though the association seen in run 8 (TIP4P/2005 water) may indicate either precipitation or association in the solution phase, see below, we have calculated $\Gamma$ under the provisional assumption that the later is the case.

4 Results

4.1 Ion Association in Sodium Sulfate Solutions

For sulfate models 1 and 2 together with sodium model 1 in SPC/E water (runs 1 and 2) extended clusters, comprising the majority of the ions in the simulation box, formed after several nanoseconds, see Figure 1. This behavior was observed also for the polarizable version of sulfate model 2 together with sodium model 1 in SPC/E water (run 9). For sulfate models 3 and 6 together with sodium model 1 (runs 3 and 6) clusters did not appear until after $\sim 15$ ns whereas for sulfate models 4 and 5 with the same sodium model (runs 4 and 5), clusters formed almost immediately. The clusters, once formed, were persistent and ions in their interiors were stripped of their solvation shells. Thus, the cluster have the appearance of an incipient solid phase. The tentative conclusion is, therefore, that the cluster formation is due to precipitation, rather than association in the solution phase. We emphasize that further investigation is necessary to make a quantities estimate of the solubility; the system size employed here is too small to draw quantitative conclusions about phase coexistence. Nevertheless, it is clear that almost complete association of the salt at 0.5 m concentration is not a realistic behavior for this electrolyte solution.

With the combination of sulfate model 2 and sodium model 2 (run 7), no persistent clusters were formed during the 30 ns simulation, although excessive ion pairing was still prevalent. For sulfate model 2 with sodium model 1 in TIP4P/2005 water (run 8) there was a large degree of association, but the clusters that formed in this system were not persistent. The ions participating in the aggregates in this system remained solvated and there was exchange of ions between the
cluster and the bulk throughout the simulation. In this case, it is, therefore, much more difficult to judge whether the clusters represent incipient precipitation or aggregates in the solution phase. In nature, sodium sulfate can crystallize either as a decahydrate (mirabilite) or as an anhydride (thenardite), which are close to each other in free energy at room temperature (see Ref. 21 for a phase diagram). The fact that ions remain hydrated in the clusters is, therefore, not necessarily evidence against incipient precipitation, but may imply that in TIP4P/2005 water a hydrated solid phase is favored. The issue could in principle be resolved using a methodology similar to that in Ref. 22, but this is beyond the scope of the current study.

In contrast to the above simulations, none of the systems with polarizable water models, including that with non-polarizable ions in POL3 water (runs 10, 11, and 12), displayed any cluster formation resembling precipitation. The radial distribution functions for these runs are shown in Figure 2. As can be seen in this figure, the two polarizable water models show remarkably similar structures with respect to ion pairing. Even though the first peak in the radial distribution function, corresponding to contact ion pairs, is the highest, the cumulative numbers show that solvent separated ion pairs, corresponding to the second peak, are more abundant. Non-polarizable ions in POL3 water (run 9) have an enhanced tendency to form contact ion pairs between sodium and sulfate compared to polarizable ions, but the ionic polarizability has little effect on the overall structure beyond the first peak. The sulfate-sulfate radial distribution functions display a solvent-separated peak at around 6 Å for both water models, with depletion for other separations. The sodium-sodium radial distribution function displays a very pronounced peak at about 3 Å, which is due to simultaneous pairing of more than one sodium ion to a single sulfate ion.

The radial distribution functions for the two models with non-polarizable water that remained unambiguously dissolved long enough for these to be calculated, i.e., sodium model 1 with sulfate model 3 (run 3), and sodium model 2 with sulfate model 2 (run 7), are shown in Figure 3. The sodium-sulfate radial distribution functions for both of these models show a larger prevalence of both contact and solvent separated ion pairs than the models with polarizable water. Moreover, contact ion pairing is more strongly enhanced than solvent-separated pairing. The features of the
sulfate-sulfate and sodium-sodium radial distribution functions are similar to those for the polarizable models, but for the non-polarizable models the values of the radial distribution functions are larger for all distances. This indicates a larger overall degree of association for the non-polarizable models than for the polarizable ones. Although the overall structure is similar in the two non-polarizable models, the shapes of the first peaks are somewhat different: for sulfate 3 with sodium 1 the peak is higher and narrower whereas for sulfate 2 with sodium 2 it is lower and has a pronounced shoulder towards smaller $r$.

The values of the binding parameter $\Gamma$ for the different combinations of sodium, sulfate and water parameters for which this quantity could be calculated are presented in Table 4. The experimental value of $\Gamma$ for the concentration in the simulations of 0.48 m is 0.53. As can be seen from the table, all non-polarizable models for which $\Gamma$ could be evaluated, i.e., for which no persistent clusters formed, still predict values that are too large, by a factor two or more. The value for the TIP4P/2005 model of about 3 may reflect transient cluster formation, and may, therefore, overestimate the association the in solution phase, as discussed above. Sulfate model 2 together with sodium model 1 in POL3 water agrees with the experimental value within the accuracy of the simulated values of $\Gamma$. Non-polarizable ions in POL3 water and polarizable ions in Dang-Chang water give a bit higher value of $\Gamma$ then experiment and thus slightly overestimate the association in solution. The fact that $\Gamma$ differs between POL3 and Dang-Chang water despite the observation that the radial distribution functions are similar, Figure 2, indicates that $\Gamma$ is a very sensitive measure of the degree of association in the electrolyte.

4.2 Polarization of the Solvation Shell

The first solvation shell of sulfate in the simulations typically contained 11-12 water molecules, most commonly with three water molecules hydrogen bonding to each sulfate oxygen in a tetrahedral arrangement. A typical snapshot from the simulation of the solvent shell around a single sulfate ion in POL3 water is shown in Figure 4. The solvation structure did not depend significantly on the choice of water model.
To quantify the polarization in the vicinity of a sulfate ion, we calculated the average magnitude of the induced dipole moment of water molecules as a function of distance from the ion. In Figure 5, results are shown for sulfate model 2 in POL3 and Dang-Chang waters. In POL3 water, the average induced dipole moment in the water bulk is around 0.59 D, while in the first solvation shell of sulfate it reaches a value of 0.70 D. For the Dang-Chang water model, the average induced dipole moment in bulk is 0.88 D, reaching 0.99 D in the first solvation shell. The distance dependence of the deviation in induced dipole moment from the bulk value is almost identical for the two water models. The structure of the induced dipole moment profile follows that of the radial distribution function with both the first and second solvation shells discernible. It is remarkable that the two water models agree to such extent about the change in induced dipole moment caused by the presence of a sulfate ion, even though the bulk values differ by one third.

For sodium, the polarization profile has a region close to the ion where the induced dipole moment is smaller than in bulk, but for very small sodium-water distances the induced dipole moment becomes larger than in the bulk, Figure 6a. The polarization profile crosses the bulk value almost exactly at the position of the first maximum of the radial distribution function. The water molecules participating in the first solvation shell have, therefore, on average over the whole shell, an induced dipole moment similar to that of water molecules in bulk.

To separate the effect of ionic valency from geometric issues, we also carried out similar calculations for a monovalent version of sulfate model 2, where all partial charges are halved (Figure 6b). Thus, the electric field originating from the ion is halved, save for the contribution due to induced dipoles. For this model ion, the first peak in the induced dipole profile is absent. In fact, the first solvation shell is less polarized than bulk water.

5 Discussion

In the non-polarizable simulations of sodium sulfate solutions, the values of the binding parameter $\Gamma$ are significantly larger than in any of the polarizable ones. This indicates that polarizability
strongly influences interactions in the solution phase as well as the apparent solubility. Since the binding parameter $\Gamma$ is an integral quantity, the comparison of experimental and simulated values cannot constitute a definitive test of the quality of the description of the structural details of the electrolyte. The adequacy of a model with respect to finer structural details, in particular the relative abundances of contact and solvent-separated ion pairs, must be tested by other means. Raman spectroscopy does not give indication of a strong presence of contact ion pairs in aqueous sodium sulfate solutions. Similarly, dielectric relaxation spectra can be rationalized using the assumption that solvent separated and doubly solvent separated ion pairs are dominant over contact ion pairs. Thus, also in structural aspects the polarizable models, which predict predominance of solvent-separated ion pairs, are more realistic than the non-polarizable ones, which yield extensive contact ion pairing and clustering.

Excessive association is found for all variations of the sulfate model examined in SPC/E water. An increase in the sodium ion $\sigma$ can inhibit cluster formation on the time scale of the present simulations, however, the experimental binding parameter cannot be reached within realistic sizes for Na$^+$. Moreover, the excessive association is not limited to sodium cations. Indeed, we have observed that polycationic peptides associate strongly with sulfate model 2 in SPC/E water, with association being reduced in POL3 water in the same way as for sodium sulfate.

From the differences between the simulations with polarizable and non-polarizable water models and the similarity between the two polarizable models it follows that partial suppression of contact ion pairing in is primarily an effect of polarizability. A similar, albeit weaker, effect of polarizability was previously observed in suppressed contact ion pairing between cationic amino acid side chains and halide ions. This behavior begs the explanation of the mechanism by which polarizability influences ion pairing.

If polarization of the first solvation shell of an ion is larger than the average polarization of bulk water, the polarization energy will give a stabilizing contribution to the free energy of solvation. It has been noted that inclusion of polarizability tends to make the free energy of solvation of both neutral and charged species more negative. For charged solutes in water, however, this
contribution accounts only for a small fraction of the total solvation free energy.

The free energy change associated with the replacement of a hydration water with a cation is sensitive to the marginal change in solvation energy due to solvent polarization since it is a result of a subtle balance between ion-ion and ion-water interactions. Replacement of a polarizable water molecule with a practically non-polarizable sodium ion carries with itself a larger free energy cost than the corresponding replacement of a non-polarizable water molecule. The free energy cost need not be large compared to the solvation free energy to have a significant effect on the overall behavior of the system; the difference between the radial distribution functions in Figure 2 and Figure 3 corresponds to a difference in the minimum of the potential of mean force of about $1 \ k_B T$. As the hydration shell of sulfate is more polarized than the bulk water and therefore stabilized, the suppression of contact ion pairing in polarizable water models is consistent with this rationalization. Note that in other cases, where the solvation shell would be destabilized by polarization, contact ion pairing could be enhanced in polarizable water. In fact, the inclusion of polarizability in the force field has been found to cause an increase in contact ion pairing in model strontium chloride. This illustrates that the effect of polarizability on interionic interactions is dependent on the details of the system.

It has recently been noted that certain combinations of commonly used models for the alkali metal cations and the halides display pathological behavior such as an unrealistically low solubility and excessive ion pairing, similar to what we have observed here. For the alkali halides, systematic parametrizations compatible with non-polarizable water models have recently been successfully developed. Thus, in contrast to sulfate salt solutions, polarizability does not seem to play an essential role for the description of ion pairing in simple monovalent salt solutions.

6 Conclusions

We investigated different variants of non-polarizable potential models of the sulfate dianion, together with polarizable versions of that model and different models of water and the sodium
cation. Non-polarizable models consistently and significantly overestimate the degree of association in the system. For most of these models there is precipitation of the salt already at relatively low concentrations and even when the salt is soluble there is excessive ion pairing. In contrast, for polarizable models only a modest degree of association is observed, which is consistent with the activity coefficients of real sodium sulfate solutions. This effect is mainly due to polarization of water molecules; simulations with non-polarizable ions in a polarizable water are more similar to the fully polarizable simulations than simulations with polarizable ions in a non-polarizable water. While the degree of association is to some extent sensitive to the choice of Lennard-Jones parameters, we did not find a combination of parameters that would give a physically reasonable association behavior using a non-polarizable water model. These results indicate that simulations of sulfate-containing systems using non-polarizable water are liable to produce artifacts in the form of severely overestimated association.
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Table 1: Force field parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Atom</th>
<th>(\sigma) (Å)</th>
<th>(\varepsilon) (kcal/mol)</th>
<th>(q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulfate 1</td>
<td>S</td>
<td>3.55</td>
<td>0.250</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>3.15</td>
<td>0.250</td>
<td>-1.1</td>
</tr>
<tr>
<td>Sulfate 2&lt;sup&gt;a&lt;/sup&gt;</td>
<td>S</td>
<td>3.55</td>
<td>0.250</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>3.15</td>
<td>0.200</td>
<td>-1.0</td>
</tr>
<tr>
<td>Sulfate 3</td>
<td>S</td>
<td>3.55</td>
<td>0.250</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>3.15</td>
<td>0.200</td>
<td>-1.2</td>
</tr>
<tr>
<td>Sulfate 4</td>
<td>S</td>
<td>3.55</td>
<td>0.250</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>3.15</td>
<td>0.200</td>
<td>-0.9</td>
</tr>
<tr>
<td>Sulfate 5</td>
<td>S</td>
<td>3.55</td>
<td>0.250</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>3.213</td>
<td>0.200</td>
<td>-1.0</td>
</tr>
<tr>
<td>Sulfate 6</td>
<td>S</td>
<td>3.55</td>
<td>0.250</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>3.087</td>
<td>0.200</td>
<td>-1.0</td>
</tr>
<tr>
<td>Sodium 1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Na</td>
<td>2.35</td>
<td>0.130</td>
<td>1.0</td>
</tr>
<tr>
<td>Sodium 2</td>
<td>Na</td>
<td>2.73</td>
<td>0.100</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<sup>a</sup> Used in the polarizable simulations with an oxygen polarizability of 1.0 Å<sup>3</sup> and a sulfur polarizability of zero.

<sup>b</sup> Used in the polarizable simulations with a polarizability of 0.24 Å<sup>3</sup>. 
Table 2: Summary of the different combinations of sulfate, sodium and water models considered.

<table>
<thead>
<tr>
<th>run</th>
<th>water</th>
<th>sulfate model</th>
<th>sodium model</th>
<th>time (ns)</th>
<th>clusters(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SPC/E</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>y</td>
</tr>
<tr>
<td>2</td>
<td>SPC/E</td>
<td>2</td>
<td>1</td>
<td>30</td>
<td>y</td>
</tr>
<tr>
<td>3</td>
<td>SPC/E</td>
<td>3</td>
<td>1</td>
<td>20</td>
<td>y</td>
</tr>
<tr>
<td>4</td>
<td>SPC/E</td>
<td>4</td>
<td>1</td>
<td>10</td>
<td>y</td>
</tr>
<tr>
<td>5</td>
<td>SPC/E</td>
<td>5</td>
<td>1</td>
<td>10</td>
<td>y</td>
</tr>
<tr>
<td>6</td>
<td>SPC/E</td>
<td>6</td>
<td>1</td>
<td>20</td>
<td>y</td>
</tr>
<tr>
<td>7</td>
<td>SPC/E</td>
<td>2</td>
<td>2</td>
<td>30</td>
<td>n</td>
</tr>
<tr>
<td>8</td>
<td>TIP4P/2005</td>
<td>2</td>
<td>1</td>
<td>20</td>
<td>n</td>
</tr>
<tr>
<td>9</td>
<td>SPC/E</td>
<td>2(^b)</td>
<td>1(^b)</td>
<td>10</td>
<td>y</td>
</tr>
<tr>
<td>10</td>
<td>POL3</td>
<td>2(^c)</td>
<td>1(^c)</td>
<td>20</td>
<td>n</td>
</tr>
<tr>
<td>11</td>
<td>POL3</td>
<td>2(^b)</td>
<td>1(^b)</td>
<td>20</td>
<td>n</td>
</tr>
<tr>
<td>12</td>
<td>Dang-Chang</td>
<td>2(^b)</td>
<td>1(^b)</td>
<td>30</td>
<td>n</td>
</tr>
</tbody>
</table>

\(^a\) Refers to persistent clusters; some degree transient clustering was seen in all solutions.

\(^b\) Polarizable ions.

\(^c\) Non-polarizable ions.

Table 3: Values of \(\Gamma\) calculated from experimental activity coefficients.

<table>
<thead>
<tr>
<th>m (mol/kg)</th>
<th>(\Gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.45</td>
</tr>
<tr>
<td>0.25</td>
<td>0.48</td>
</tr>
<tr>
<td>0.35</td>
<td>0.51</td>
</tr>
<tr>
<td>0.45</td>
<td>0.52</td>
</tr>
<tr>
<td>0.55</td>
<td>0.54</td>
</tr>
<tr>
<td>0.65</td>
<td>0.55</td>
</tr>
<tr>
<td>0.75</td>
<td>0.54</td>
</tr>
<tr>
<td>0.85</td>
<td>0.58</td>
</tr>
<tr>
<td>0.95</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 4: The binding parameter \(\Gamma\) calculated according to Eq. (4).

<table>
<thead>
<tr>
<th>water</th>
<th>sulfate model</th>
<th>sodium model</th>
<th>(\Gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPC/E</td>
<td>3</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>SPC/E</td>
<td>2</td>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>POL3</td>
<td>2(^a)</td>
<td>1(^a)</td>
<td>0.54</td>
</tr>
<tr>
<td>POL3</td>
<td>2(^a)</td>
<td>1(^a)</td>
<td>0.71</td>
</tr>
<tr>
<td>Dang-Chang</td>
<td>2</td>
<td>1</td>
<td>0.72</td>
</tr>
<tr>
<td>Experiment</td>
<td></td>
<td></td>
<td>0.53</td>
</tr>
</tbody>
</table>

\(^a\) Non-polarizable ions.
Figure 1: Snapshot from run 2 after 20 ns of simulation, showing the sodium and sulfate ions and all water molecules within 3.0 Å of these.

Figure 2: Radial distribution functions from runs 11 (sub-figure a) and 12 (sub-figure b), i.e. with POL3 and Dang-Chang water. The dashed lines are the cumulative numbers of ions (sodium ions for the $\text{SO}_4^{2-} - \text{Na}^+$ case).

Figure 3: Radial distribution functions from the first 15 ns of run 3 (sub-figure a) and run 7 (sub-figure b). The dashed lines are the cumulative numbers of ions (sodium ions for the $\text{SO}_4^{2-} - \text{Na}^+$ case).

Figure 4: Snapshot from the simulation of one sulfate ion in water, showing the sulfate ion and all water molecules within 3.0 Å.

Figure 5: Average induced dipole moment of water molecules as a function of the center of mass distance from an ion (full curve). The ion - water center of mass radial distribution function is also shown (dashed curve) for reference. Panel (a) is for POL3 water and panel (b) is for Dang-Chang water.

Figure 6: Same as Figure 5, but for sodium (panel a) and an ion model that is identical to sulfate model 2 except that all partial charges are halved (panel b).
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